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ABSTRACT 

In the first part I present a theoretical study of ethical challenges 

arising from the development and application of AI, while in the 

second part I present an empirical study of public attitudes 

towards the various aspects of AI use, which I have conducted. 

Artificial intelligence (AI) describes systems that mimic cognitive 

functions generally associated with human attributes, such as 

learning, speech, and problem-solving [12]. AI is designed to 

achieve specific goals and refers to computer systems that execute 

tasks, make decisions or achieve goals in complex situations 

without explicit instructions from people [13].   

AI technology is no longer a field of futurology but an integral 

part of everyday life. AI can greatly facilitate people's daily and 

business lives, but it also brings challenges, such as privacy, 

transparency, discrimination, job loss, responsibility, knowledge, 

familiarity, perception and attitudes of people towards the use of 

AI. One of the main challenges related to the adoption and 

implementation of AI is the current connotations and perceptions 

of the subject. To most people, AI is a mysterious concept that is 

difficult to define and to understand how it manifests in their daily 

lives. An undefined concept and poor media coverage have also 

given AI a negative image [5]. The development and application 

of AI raise several ethical issues, including the interaction of AI 

with human rights such as privacy and discrimination [1, 4]. AI 

can negatively affect human rights, such as the right to privacy 

and equality. Systems based on AI can exhibit different levels of 

discrimination [2]. 

Previous studies [3, 6–10, 14] have examined some aspects of the 

AI. My research has been ispired by some of these studies. 

However, I have employed a new scale to measure the general 

attitudes of the public towards AI and some specific aspects of its 

use. 

I have conducted an empirical study of public attitudes towards 

various aspects of the use of AI. The research has been approved 

by the Ethics Committee of the Institute of Social Sciences in 

Belgrade. The participants were the public in the Republic of 

Serbia (N=737) who voluntarily filled out an online questionnaire 

set up through the LimeSurvey platform. The survey was 

anonymous. The questionnaire consisted of general socio-

demographic questions, questions about familiarity with AI, a 

brief introduction to the concept of AI, and questions about 

participants' attitudes towards the application of AI. Participants 

were asked to what degree they agree or disagree with the 

statements on a scale of 1 to 5. The participants were presented 

with questions and used the 5-point Likert scale to respond. I have 

investigated whether age, education, previous knowledge of AI, 

profession, and level of religiosity influences people's attitudes 

towards AI. Objectives were to (1) examine the public's attitudes 

in Serbia toward the use of AI; (2) determine which factors 

influence these attitudes; (3) examine whether the public shares 

the concerns identified by ethical philosophers in the debates on 

AI; (4) examine prior knowledge of the public on AI. 

Data were processed and analyzed in the R [11] programming 

language. The general attitude towards the use of AI was assessed 

by creating a composite score based on the questions in which the 

respondents expressed their attitudes towards different aspects of 

the use of AI. The answers to the questions were not normally 

distributed, so I opted for non-parametric statistical methods in 

hypothesis testing. 

The results showed that the public in Serbia has a divided opinion 

on the use of AI. Half of them have positive, and the other half 

negative attitudes. These attitudes are influenced by factors such 

as the respondents' age, education, profession, level of religiosity, 

and prior knowledge of AI, in a way that young, highly educated, 

non religious, those with high qualified jobs, especially IT 

professionals, and those who are more familiar with the concept 

of AI, have more positive attitudes towards the use of AI. Also, 

the results showed that the public is concerned about the 

disappearance of professions due to the development of AI and 

discrimination by AI systems.  

The results suggest a need to educate the public about potential 

challenges and ways to prevent them. The state needs to invest 

more in public awareness and education initiatives. More 

transparency is needed in decision-making processes related to the 

implementation of AI. In addition, these results inform both the 

academic and general public and decision-makers, which can lead 

to a dialogue between these parties. I argue that considering 

different aspects of public attitudes toward AI enhances this 

debate.  

The results are valuable for future work on this topic because 

similar public opinion polls have not been conducted so far. No 

research in the Republic of Serbia deals with this topic. Public 

opinion has not shaped conversations about the use of AI. 

Therefore, it is necessary to work in two directions: towards 

educating the general public in Serbia and towards increasing 

transparency and dialogue between the public on the one hand and 

the state and the private sector on the other. The second focus 

should be on further research of the attitudes of the public and 

experts on various aspects of the application of AI and further 
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ethical challenges that arise in this context. This research has 

implications for future research, particularly when forming an AI 

attitude scale.  
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